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Abstract—We describe a post-processing technique that extends
the effective measurement bandwidth of narrowband vector re-
ceivers by phase aligning overlapping measurements. We study the
repeatability of the method and the propagation of errors as in-
creasing numbers of bands are stitched together. The method can
be used to find phase errors both in the excitation band of frequen-
cies, as well as in distortion products, for periodic multisine signals.

Index Terms—Broadband wireless communications, digitally
modulated signal, large-signal network analyzer (LSNA), mul-
tisine signal, phase alignment, phase detrending, relative phase,
sampling oscilloscope, vector signal analyzer (VSA).

I. INTRODUCTION

O NE TECHNIQUE for extending the useful measurement
bandwidth of vector receivers is based on “stitching” to-

gether a series of overlapping frequency bands using the over-
lapping tones for phase alignment. A well-known issue with
stitching methods is that phase errors in the measurement in-
crease as more bands are stitched together unless an external
reference signal is used. When an external reference signal is
not used, measurement errors depend on the characteristics of
the receiver, including its sensitivity and phase measurement
accuracy. These quantities may, in turn, depend on character-
istics of the measured signal, such as its peak-to-average-power
ratio, the rise and fall times of transitions, and random noise
introduced during transmission. To understand the interaction
of these factors, we study the propagation of error as bands are
stitched together in the context of a stitching method based on
phase detrending of multisine signals.

Stitching methods are used to extend the measurement band-
width of vector receivers such as vector signal analyzers (VSAs)
[1], large-signal network analyzers (LSNAs) [2], and real-time
spectrum analyzers [3].1 These vector receivers maintain the
phase relationships between measured frequency components
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using methods such as real-time sampling or sampling down-
conversion. Accurate measurement of the phase components
of signals and distortion products is critical for characteriza-
tion of telecommunication systems that use complex modula-
tion schemes, as well as for development and verification of
measurement-based behavioral models of electronic circuits and
systems [4]–[6].

The measurement bandwidths of commercially available in-
struments have increased from around 10 MHz only a few years
ago to over 100 MHz today. However, even more bandwidth is
needed for a complete vector characterization of distortion prod-
ucts several hundred megahertz from the carrier. This is neces-
sary, for example, in measurements of broadband wireless sig-
nals at millimeter-wave frequencies.

Full-bandwidth instruments such as digital sampling oscillo-
scopes [7], [8] offer broadband capability and may be fully cal-
ibrated, but typically do not offer the dynamic range of narrow-
band vector receivers. Consequently, development of bandwidth
extension methods that maintain phase relationships between
measured frequency components using high dynamic-range in-
struments has been the subject of a great deal of research.

One class of methods that has been proposed for measuring
the phases of frequency components in broadband scenarios
is based on the use of an alignment signal whose characteris-
tics are known or assumed a priori. Examples may be found
in [9]–[13]. These methods are generally restricted to measure-
ment of simple signals such as two- or three-tone signals and
their distortion products, or are limited in measurement band-
width by vector signal generators or receivers.

LSNAs based on sampling downconversion, but modified
for broadband measurements, have been proposed in [14]–[16].
These modified instruments are not currently available com-
mercially, although the necessary modifications are described
in the references. A commercially available VNA-based instru-
ment is described in [17]. The instruments of [14], [16], and
[17] utilize a comb generator with a narrow frequency spacing
as a phase reference, providing a known alignment signal that
enables the measurement of signals that are more complex
than those of [9]–[13]. The instrument of [15] adds a switch to
allow the samplers to step through the envelope of a broadband
modulated signal. In addition to requiring specialized hardware,
the instruments of [14]–[17] may not provide the frequency
resolution of an instrument such as a VSA, which can have
resolution bandwidths comparable to a spectrum analyzer in
the kilohertz or hertz range.

A second class of bandwidth extension method [18], [19] is
not hardware based. These methods stitch together sequentially
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measured frequency bands that are offset in center frequency
by up to half of the measurement bandwidth. Overlapping fre-
quency components of a periodic signal are aligned by maxi-
mizing a cross-correlation function [18] or minimizing an error
function [19]. Subsampling may be used to optimize the align-
ment between measured samples. One advantage of these tech-
niques is that they do not require the use of additional hardware
or instrumentation.

The stitching technique discussed here is similar to the
methods of [18] and [19] in that overlapping measurement
bands are joined together by aligning individual measurements.
The method described here uses an efficient alignment pro-
cedure based on minimization of an analytic error function
operating on only the phase components of the measured signal.
Alignment may be carried out using as few as two overlapping
frequency components and is not restricted to sampled time
steps.

This method is particularly well suited for use with multisine
excitations [6], [7], [15], [16], [20]–[24], where a test signal
is engineered to have a certain peak-to-average-power ratio by
specifying certain phase relationships. The use of multisines
also allows us to easily study the propagation of errors in the
method as the number of stitched bands increases because the
magnitude and phase of each frequency component can be
readily specified. The difference between the measured and
specified phases then provides a simple metric for studying the
errors in stitching methods.

Our bandwidth extension method is described in Section II,
and measurement results for a two-port circuit are described in
Section III. We study the propagation of error in Section IV,
including the sensitivity of the method to phase measurement
errors as a function of the peak-to-average-power ratio of the
signal, the number of overlapping frequency components, and
the severity of the initial measured phase error. We also compare
the repeatability of the method to that from measurements made
with a calibrated sampling oscilloscope.

II. BANDWIDTH EXTENSION BASED ON PHASE ALIGNMENT

The bandwidth extension method described here, like those
described in [18] and [19], aligns overlapping frequency bands
of sequential measurements to achieve bandwidths several
times wider than that of the narrowband vector receiver itself.
In our multisine-based method, measurements are collected
that overlap in frequency by a minimum of two tones in order
to phase align adjacent bands [24]. These measurements do not
need to be collected simultaneously, although collecting them
within a reasonably short period will minimize instrumentation
drift.

We first determine a reference time that minimizes the
difference between a set of “target” phase values (for example,
phase values provided by the user to the signal generator) and
those that were measured, shown by “M1” in Fig. 1. Determina-
tion of a reference time is necessary because the relative phase
relationships between frequency components depend on where
the signal is sampled within the envelope period. We provide an
overview of this phase alignment (or “detrending”) procedure
in the Appendix, and the method is described in detail in [24].

Fig. 1. Illustration of the bandwidth extension method. The phases of the tones
in the excitation band are the first to be aligned (shown in the top graph labeled
M1). In the second measurement (M2), � overlapping tones are used as targets
for phase aligning the lower-adjacent band of frequencies.

The aligned phases in the first measurement band are then
used as target values for aligning the phases in the upper and
lower adjacent frequency bands, as shown by “M2” in Fig. 1.
We continue a sequential process of phase alignment while
moving to further adjacent frequency bands until the last band
is reached. The user-specified target phases only need to be
provided in the first measurement band where the excitation
signal is generated. Since we use a common reference time
to align all measurements, phase alignment is automatic for
frequency components for which there are no targets, such
as intermodulation distortion products. This is one of the key
strengths of our method.

Mathematically, if the phases of the frequency components in
the th measured band are given by the vector , we use a
subset of of these phases at the edge of the measured band as
targets for phase alignment in the adjacent th measured
band. An analytic expression provides a rough estimate of the
reference time. More precise phase alignment is then carried out
by minimizing an error function that expresses the mean
square error in the difference between the known target values
in the th band and the measured frequency components in the

th band

(1)

where and are the overlapping tones measured in the th
and th acquisition (denoted by “overlap” in Fig. 1). We
calculate at time points around the rough initial guess and
select as the time that provides the minimum error between
the measured and target phase values. By minimizing the error,
rather than setting the phase of a measured frequency compo-
nent to an ideal value [25], our phase alignment procedure pro-
vides a realistic picture of the nonidealities of the signal gener-
ation and measurement instruments.

For both upper and lower adjacent frequency bands, we carry
out detrending operations, where is
the number of bandwidths to be joined together on either side
of the carrier. Note that this method requires initial experiment
design such that the measured overlapping components fall on
the same frequency values.
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Fig. 2. LSNA measurements of a nine-tone low peak-to-average-power ratio
multisine applied to a broadband amplifier. In (a) and (b), the top graph is mag-
nitude and the bottom graph is the detrended phase. (a) Output for a low-power
input signal. (b) Output for a high-power input signal. Vertical dashed lines show
the center frequency of each measurement. The measured bandwidth is 30 MHz,
over four times the bandwidth of the LSNA we used.

III. TWO-PORT DISTORTION MEASUREMENT

The method described above can be applied to two-port mea-
surements providing that the signals at both ports are sampled si-
multaneously. We phase align the signals at the output port using
the reference time determined from the input port tones for
which we have target values. Once the time alignment is car-
ried out, we can characterize the time delay through the system
under test and phase align distortion products generated by the
system under test as well.

As an example, Fig. 2(a) and (b) shows measurements of
the wave variable at the output port of a broadband ampli-
fier having a gain of approximately 10. Two different excitation
power levels are shown: low power ( 15 dBm) in Fig. 2(a) and
high power ( 5 dBm) in Fig. 2(b). Eleven LSNA measurements
were made: one in the center band and five stitched above and
below. The top graph in each figure shows the magnitude and
the bottom graph shows the detrended phase. The excitation was
a nine-tone Schroeder multisine [20], [23] having a frequency
spacing of 500 kHz and a carrier frequency of 2.4 GHz. The
relative phases in a Schroeder multisine are designed for a low
peak-to-average-power ratio and are defined as

(2)

where is the number of tones in the multisine signal and is
the phase of the th tone in radians. Use of low peak-to-average-
power ratio multisines allows us to test system distortion under
modulated-signal conditions separately from tests of the effects
of distortion induced by transient peaks. Other algorithms for
low peak-to-average power ratios can be found, for example, in
[23], [26].

The vertical dashed lines in Fig. 2 represent the center fre-
quency of each of the ten stitched measurement bands. The ex-
citation band covers a 5-MHz band around the center frequency.
These nine tones are the only frequency components for which
we have target phase values. To minimize phase dispersion, we
used only the inner 4 MHz of the LSNA’s 8-MHz measurement
bandwidth in the stitching procedure.

The phases shown in the bottom graphs of Fig. 2(a) and (b)
were found from a determined by the excitation signal
components. The phases of the distortion components were
found using this as well. As an example of the phase change
in the output wave variable when the amplifier was driven into
compression, the component of at the carrier frequency had
a measured phase value of 38.6 for both low and high input
powers. At the output, this frequency component had a phase
value of 141.4 for the lower power and 121.2 for the higher
power. This change in phase of the output signal components
was relative to the input, not just relative to each other. The
ability to measure this system-level phase shift demonstrates the
utility of a full vector two-port measurement.

Toward the edges of the measured frequency band, Fig. 2(a)
shows that, for the lower input power level, the distortion prod-
ucts are buried in the system measurement noise. As a result,
the magnitudes and phases measured in adjacent bands do not
overlay well. At higher power levels, Fig. 2(b) shows that the
distortion products have significant energy, and a distinct struc-
ture is discernable for both magnitude and phase outside the ex-
citation band of frequencies.

IV. PROPAGATION OF ERROR

Errors in stitching methods that use measured data for
phase alignment, rather than an alignment signal, are affected
by the characteristics of the measured signals, as well as by
the number of overlapping tones used. A signal with a high
peak-to-average-power ratio can introduce distortion into both
the measurement instrument and the system under test, making
the phase detrending procedure less accurate. Noise in the
received signal may also introduce errors. Measurement errors
in one band will propagate through to subsequent bands, and
the severity of phase measurement errors in the initial band of
frequencies can affect the outcome in a nonlinear manner. In
this section, we study these effects as increasing number of
bands are stitched together. Even though the absolute value
of the errors in other measurement scenarios and using other
stitching methods will be different from those reported here,
this study provides the user with information on the interaction
of these effects and their relative importance.

A. Measurement Comparison

We compare measurements of a wideband multisine
made using a reference instrument to those made using a
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stitched-VSA measurement procedure. Our reference measure-
ment is made with a digital sampling oscilloscope having a
20-GHz acquisition bandwidth. The measurement comparison
described in [7] gives us sufficient confidence to use the os-
cilloscope as a broadband reference measurement instrument.
For our comparison, we made 50 repeat measurements on both
the oscilloscope and the VSA because it was determined in
[7] that the mean and standard deviation of 50 measurements
converged to a steady-state value in the measurement of similar
multisines.

The oscilloscope’s time-base distortion was corrected using
the method of [8]. The data were then transformed to the fre-
quency domain and the phases were detrended using all of the
tones in the multisine as targets. Thus aligned, the measured
waveforms were averaged in the time domain to reduce the mea-
surement noise floor, as described in [7].

The VSA was automated to acquire five 20-MHz-wide bands
that were subsequently stitched together. The experiment was
designed with five overlapping tones. In the discussion that fol-
lows, we compare the propagation of error when two, three, or
all five of these overlapping tones were used as targets in the
phase alignment procedure. Use of two targets is desirable be-
cause it allows coverage of a broader frequency range with the
fewest stitched bands, but using five targets provides the most
data for stitching.

We acquired 12 801 points in each measured band giving a
resolution bandwidth of just over 1.56 kHz. The experiment was
designed to minimize spectral leakage by setting the acquisition
time window to a multiple of the envelope period where

is the spacing between tones in the multisine, as described in
[27]. We extracted the frequency components corresponding to
the multisine frequencies and carried out the phase alignment/
stitching procedure described in Section II.

B. Peak-to-Average-Power Ratio

Because stitching is carried out using measured data, distor-
tion caused by signals having higher peak-to-average-power
ratios may affect the ability of the receiver to accurately
measure the phase. This will, in turn, affect the ability of the
stitching method to align overlapping signals. To study this
effect, we again utilized a low peak-to-average-power ratio
Schroeder multisine. We compared this to a more realistic
multisine signal with a probability density function designed
to mimic a 64-QAM digitally modulated signal using the
method of [6], [28]. The peak-to-average-power ratio for the
64-QAM-like multisine was approximately 10 dB. Both mul-
tisines were 80-MHz wide and consisted of 33 tones, giving a
tone spacing of MHz. A vector signal generator was
used to produce the signals with a carrier frequency of 1 GHz.
We connected our receivers to the output port through a coaxial
cable.

Fig. 3(a) and (b) shows the spectra of the oscilloscope-mea-
sured Schroeder and 64-QAM-like signals, respectively. We see
a small amount of second-harmonic distortion, as well as inter-
modulation distortion near the passband of the signals. These
effects were studied previously [7] and are due to the signal gen-
erator used.

Fig. 3. Spectra of two 80-MHz-wide 33-tone multisine signals measured using
a digital sampling oscilloscope. (a) Schroeder multisine. (b) 64-QAM-like
multisine. The inset shows the 100-MHz spectrum around the 1-GHz carrier
frequency.

Fig. 4 shows the difference between the specified and mea-
sured phases (denoted “Phase Error”) for the low peak-to-av-
erage-power ratio Schroeder multisine [see Fig. 4(a)] and the
64-QAM-like multisine [see Fig. 4(b)] measured by the oscil-
loscope and VSA. For the latter, five bands containing 13 tones
each were stitched together using three target phases; 50 mea-
surements are shown. Note that this phase error quantifies the
phase distortion introduced by the system under test (in this
case, the signal generator) and is the quantity of interest for this
measurement. We see that both receivers report phase errors on
the order of 20 at the edges of the 80-MHz passband of the
signal, which is consistent with the results of [7] for this signal
generator.

The curve labeled “Difference” in Fig. 4(a) and (b) denotes
the measurement phase error in the stitching method when the
oscilloscope is used as the reference receiver. This value in-
creases toward the edges of the measurement, as expected.

Fig. 4(b) shows that the spread around the mean of the 50
oscilloscope measurements is broader at some frequencies than
at others. This is because some of the frequency components in
the 64-QAM-like signal were of lower amplitude than others,
and these lower amplitude components were affected by the dy-
namic range of the oscilloscope. In practice, we would typically
average all 50 time-domain waveforms from the oscilloscope to
reduce this effect.
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Fig. 4. Thick lines show the mean of 50 repeat measurements of the phase
error in the: (a) Schroeder and (b) 64-QAM-like multisines measured by the
oscilloscope (solid) and the stitched-VSA procedure (dashed). Individual mea-
surements are shown by dots (oscilloscope) and�’s (VSA). The difference be-
tween the two, the phase measurement error in the stitching method, is shown
by the thin dashed–dotted line. Three target phases were used in stitching.

C. Number of Overlapping Tones and Repeatability

A greater number of overlapping tones used in the stitching
method means that more target values will be used in the phase
detrending procedure. Fig. 5 shows the difference between the
oscilloscope and the stitched-VSA measurements for the mean
of 50 measurements (shown by the thin line labeled “Differ-
ence” in Fig. 4). We see that this difference is less than 8 at
the edges of the passband when two, three, or five targets were
used in the phase alignment/stitching process. This represents
the maximum measured error in the stitched-VSA method for
this measurement, significantly less than the measured quantity
of interest, which was the phase error in the signal generator it-
self. The difference was less than 8 for the 64-QAM-like mul-
tisine as well, as indicated in Fig. 4(b).

The asymmetry in the difference curves occurs because we
used initial-guess targets that were not centered at the carrier
frequency. The signal generator we used can have significant
carrier leakthrough, and thus, we avoid the use of the carrier in
the initial analytic solution.

The number of target phases used in the phase alignment pro-
cedure did not have a significant effect on the difference between
the mean value of the VSA measurement and the oscilloscope
measurement of the phase error in the vector signal generator.

Fig. 5. Difference between the mean of 50 oscilloscope measurements and
50 stitched-VSA measurements for different numbers of target phase values.
The Schroeder multisine is shown, although the results were comparable for the
64-QAM-like signal.

However, the number of target phases does have an effect on
the standard deviation of the repeat measurements. We calculate
the standard deviation in the measurement of the th frequency
component as

(3)

where is the th measured value of the th frequency com-
ponent, is the mean over all measurements of that frequency
component, and measurements were made.

Fig. 6(a) and (b) shows the standard deviation for 50 repeat
measurements for different numbers of targets. Each repeat is
the difference between the specified and the measured phase.
The lowest standard deviation occurs when five targets are used,
covering almost half of the stitched frequency band. The use
of fewer targets enables the use of fewer measured frequency
bands, although it results in an increased standard deviation.

Fig. 6(b) also shows that standard deviation in the oscillo-
scope measurements is highest for tones in the 64-QAM-like
multisine that have lower amplitudes, as mentioned above. We
do not see a corresponding increase in the standard deviation of
the stitched-VSA measurements since each measurement uses
the full dynamic range of the instrument.

Fig. 6(a) and (b) shows that the value of the standard deviation
in the stitched VSA measurements increases further from the
center frequency. This increase is approximately linear within
a given measurement band and the increase is smaller when
greater numbers of tones are used as targets. This variability can
be caused by, for example, phase measurement errors in the re-
ceiver, or additive noise in the transmitted signal, as discussed
in Section IV-D.

D. Measurement Errors and Additive Noise

To study the effects of additive-noise-based phase errors
on the method as increasing numbers of bands are stitched
together, we conducted a Monte Carlo simulation where
Gaussian-distributed noise was introduced into the phase of
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Fig. 6. Standard deviation in 50 oscilloscope (light dotted line) and
stitched-VSA (dashed and solid lines) measurements of the signal generator’s
phase error in: (a) the Schroeder multisine and (b) the 64-QAM-like multisine.
Different numbers of targets were used in the phase-alignment procedure, as
noted. The peaks in the standard deviation in (b) correspond to the lower signal
levels shown in the inset of Fig. 3(b).

each frequency component in the multisine excitation. In this
study, the phase alignment procedure had to “overcome” a
given level of phase distortion in the form of additive noise
during the stitching process. This additive noise could represent
a random process introduced by the vector receiver such as its
noise floor when weak signals are received, or random noise
introduced on the signal during transmission. Our unperturbed
data was one set of the stitched-VSA measurement data for the
64-QAM multisine. We study the difference in phase error for
small and large values of additive noise relative to the input
signal.

1) Small Errors: We first used a value of simulated additive
noise representative of a real laboratory-based measurement.
For this, we used the maximum standard deviation of the 50
measurements discussed in Section IV-C. Since this measure-
ment setup consisted of a signal generator connected directly
to a signal analyzer, the variance between measurements was
internally generated by the instrumentation. From an exami-
nation of the data in Section IV-C, the standard deviation of
our raw measurements was never greater than 0.15 for any of
the 13 frequency components in the five frequency bands for
the 50 repeat measurements we made using five targets. We

Fig. 7. (a) Difference between measurement and 500 Monte Carlo simulations
where Gaussian-distributed noise with a standard deviation of 0.15 was in-
troduced into each frequency component before stitching. (b) Distribution of
phase error at 970 MHz. (c) Standard deviation of measured and simulated phase
errors.

conducted 500 Monte Carlo simulations using this standard
deviation.

Fig. 7(a) shows the difference between the unperturbed
phases and the Monte Carlo simulations when five target
phases were used in the stitching procedure. The repeatability
of the stitching procedure is less than 1 for this level of additive
noise. Fig. 7(b) shows the distribution of phases at the frequency
of 970 MHz, essentially a vertical slice in the graph of Fig. 7(a).
Here we see an approximately Gaussian-distributed phase
difference between the unperturbed and perturbed simulated
phases. This is expected because we used Gaussian-distributed
additive noise in the simulations.
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Fig. 8. (a) Difference between measurement and 500 Monte Carlo simulations
where Gaussian-distributed noise with a standard deviation of 0.5 was intro-
duced into each frequency component before stitching. (b) Distribution of phase
error at 970 MHz. Five target phases were used.

In Fig. 7(c), we compare the standard deviation in the phase
error from the 50 measurements [also shown in Fig. 6(b)] to that
of the Monte Carlo simulations. We used the maximum stan-
dard deviation at any frequency over all of our measurements
as the standard deviation in our Monte Carlo simulation. As
a result, the Monte Carlo simulation displays a higher overall
standard deviation than do the measurements. However, the
order-of-magnitude agreement between the two indicates that
the Monte Carlo simulation approximates the measurement
well for a standard deviation close to that of the measure-
ments.

2) Large Errors: We next used the Monte Carlo simulations
to predict how errors propagate in the stitching method for larger
values of phase error. We again carried out 500 Monte Carlo
simulations of the 64-QAM-like multisine. As before, 13 fre-
quency components were included in each stitched band, and
five bands were stitched together. The standard deviation in
the Gaussian-distributed noise was 0.5 , larger than noise that
would be introduced by most instrumentation, but this value of
additive noise is certainly possible for measurements made in
the field.

Figs. 8 and 9 show the difference between the unperturbed
phases and the Monte Carlo simulations (top graphs) and the
distribution of phases at 970 MHz (bottom graphs) when five
target phases were used (Fig. 8) and when two target phases
were used (Fig. 9).

Fig. 9. (a) Difference between measurement and 500 Monte Carlo simulations
where Gaussian-distributed noise with a standard deviation of 0.5 was intro-
duced into each frequency component before stitching. (b) Distribution of phase
error at 970 MHz. Two target phases were used.

We again see approximately Gaussian-distributed phase er-
rors, but in both cases the errors are sometimes spaced around
an offset phase value. This offset in phase is regularly spaced
and increases linearly away from the center 13-tone band of fre-
quencies. The value of the offset is an integer multiple of ap-
proximately 7 at 970 MHz.

The source of the regularly spaced clusters of phase solu-
tions can be traced to the error function, given in (1), used in
the phase alignment procedure. The stitching procedure solution
finds the global minimum of the error function. However, the
error function contains many local minima, one corresponding
to each cycle of the carrier frequency. If the phase error is large
enough, the algorithm may converge to an adjacent local min-
imum, resulting in the clustering of errors seen in Figs. 8 and 9.
The number of local minima is related to the envelope period by

(4)

Here, GHz and MHz, and thus, there are
400 cycles of the carrier in each envelope period, and 400 local
minima in the error function. Fig. 10 shows a plot of the local
minima for the unperturbed 64-QAM-like multisine when two
and five target phases are used. Two complete envelope cycles
are shown in Fig. 10(a). The close-up view of the global min-
imum in Fig. 10(b) shows that the broad valley of local minima
for the two-target case can lead to a bad choice of global min-
imum when noise is introduced into the stitched frequency com-
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Fig. 10. Plot of the minima of the error function for each RF cycle in the en-
velope period for the 33-tone 64-QAM-like multisine. (a) Two envelope cycles.
(b) Close-up around the global minimum.

ponents. The steeper slope in the five-target case makes it more
immune to additive noise.

The clustering of phase errors shown in Figs. 8(a) and 9(a)
corresponds to the selection of the wrong global minimum. To
confirm this, we estimate the phase offset represented by each
local minimum. Each local minimum represents one 360 phase
change of the carrier frequency , but some other value of phase
change for other frequencies . We can find this phase difference
from

(5)

For a frequency of 970 MHz, (5) gives a phase offset of
approximately 11 , close to the offset in the clusters seen in
Figs. 8(b) and 9(b). The offset is not exact because the increase
in offset is not linear within the center band of frequencies, as
can be seen in Figs. 8(a) and 9(a).

Results of this study indicate that when a high level of addi-
tive noise or random measurement error is expected in a mea-
surement scenario, the user would be advised to use a larger
number of overlapping tones for the stitching procedure. Note
that overcoming this random component of measurement error
is separate from the method’s ability to find systematic phase er-
rors, such as the 20 phase error introduced by the vector signal
generator in the examples of Fig. 4.

V. CONCLUSION

We described a method for extending the measurement band-
width of vector receivers while maintaining the phase relation-
ships between frequency components. The method presented
here enables measurement of wideband signals using narrow-
band receivers, providing a higher dynamic range than many
wideband receivers. The bandwidth extension involves phase
alignment of adjacent frequency bands by using overlapping
tones as target phases. We demonstrated the use of the method
in finding the phase of distortion products at the output port of
an amplifier relative to the input port phases over a bandwidth
more than four times that of our LSNA. We also used the method
to characterize the phase error in a multisine signal generated by
a vector signal generator over a frequency band more than three
times broader than that of a VSA.

For the signals we studied, the peak-to-average-power ratio
had little effect on errors in the stitching method. A study of the
number of targets used in the phase alignment procedure showed
that, while the error in the method remains relatively constant
when two, three, or five overlapping tones are used as targets,
the standard deviation of the measurements decreases with an
increasing number of targets.

Monte Carlo simulations were used to model the effects of
additive noise on the stitched VSA measurements. These sim-
ulations helped to illustrate how errors propagate when both
small and large values of additive-noise-based phase errors are
encountered. We saw that the use of an error function that min-
imizes the mean-square error between known target phases and
measured phases, while computationally efficient, can also lead
to clustering in the calculation of phase error for a measured
signal when the phase errors are large. This example demon-
strated that when the additive noise is expected to be large, the
user may wish to use a larger number of target phases.

Our study of propagation of errors in stitching methods that
use measured signals for phase alignment provides an under-
standing on the relative importance of various parameters. We
illustrated how these parameters interact with each other in typ-
ical measurement scenarios.

APPENDIX

PHASE ALIGNMENT

The measured relative phase between frequency components
of a periodic signal is a function of the time during the signal’s
envelope period when it was sampled. Time delays introduced
into a measurement by cables, random instrument sampling
times (including jitter), and other effects can make it difficult
to compare the measured phases with the ones specified by the
user unless alignment is carried out.

This effect is illustrated in Fig. 11, where we see a three-com-
ponent multisine signal that was specified to have a 0 rela-
tive-phase offset between its frequency components. As shown
in Fig. 11 and discussed in more detail in [24], at the instant the
signal is generated , the relative phase relationships
between the frequency components ideally match those speci-
fied by the user. However, if the signal is sampled at a time later
in the envelope period, the relative phase relationship between
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Fig. 11. Illustration of relative phase alignment. At time � � � , the phase
relationships between the three tones are all 0�. The phase relationships are other
than 0� when the signal is sampled at a later time (from [24]).

tones can be significantly different from 0 . Even a slight time
offset can give the appearance of increased phase distortion in
a measurement.

The phase alignment procedure we use [24] first develops
an analytic estimate of the difference between and the time

. If the signal generator and receiver were perfect, this ana-
lytic expression would give exactly. However, systematic
errors in signal generators, analyzers, and random errors such
as jitter and drift mean that the analytic estimate needs to be
refined. This is done by minimizing an error function that ex-
presses the mean-square error between the known target values
and the corresponding measured frequency components. Rather
than assuming the signal emitted from the signal generator is
perfect, the minimization procedure accounts for the nonide-
alities of the signal generation and measurement processes as
well.

All sampled frequency components in the measurement
bandwidth may be phase aligned to the reference time. This in-
cludes frequency components for which no target phase values
exist such as distortion products, harmonics, and measurements
at the second port of a nonlinear two-port device.
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